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Sunmary

Synpt om
You consider running a distributed SAP HANA DB and need to decide for the

nunber of scal e out nodes to have best perfornmance

Q her terms
| MCE, HANA, in-nenory, scale out, mninmal, distribution, perfornance

Reason and Prerequisites

Prerequisite: Based on the sizing you need to run a distributed SAP HANA DB
Reason: To get the best performance for SAP BWrunning on a distributed SAP
HANA, SAP has determ ned a good distribution of the data needed by SAP BW

Sol uti on
To get best performance for SAP BWrunning on SAP HANA, it is strongly
recomended that you use at |east three nodes for your SAP HANA DB

Reasans:

If you run SAP BWon SAP HANA you store different kind of data in the DB
(like tables used by the SAP Netweaver Stack, statistics, Master Data
tables, fact tables etc.). Various tests have shown, that it is of great
advantage to distribute the DB tables in a way, that the different work

| oads (load from NWstack, witing statistics, doing analytics) do not
conpete in parallel for the sane hardware resources. Therefore it is
strongly recommended to have a mininumof three servers in the distributed
SAP HANA DB. |In that case you can have a dedicated server (called
"master"), which handles the work | oad of the Netweaver Stack, the
statistics and the tables located in the row store. The other servers
(called "slaves") will be used to cope with the work load of all the
transactional data and the naster data. If you use at |east three servers,
the initial distribution of the tables will ensure that only transactiona
data and naster data will be placed on the slave hosts

Havi ng at |east two slave servers allows SAP HANA to partition the
transactional data and distribute the master data, which inproves the
|l oading tines and all ows better reporting performance.

In case your current sizing would result in only two servers, but you
expect to growto three servers, then starting with three servers instead
of two servers avoids efforts for re-splitting and re-distibuting existing
tabl es, when you add the third host.

Note: | ndependend of the work |load distribution, it is recomended to use
an additional server as "stand by server" to be used in a fail over
scenari o.
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